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Inducing Vascular Grammars for
Anomaly Classification in Brain
Angiograms
As machine learning is used to make strides in medical diagnostics, few methods provide
heuristics from which human doctors can learn directly. This work introduces a method
for leveraging human observable structures, such as macroscale vascular formations, for
producing assessments of medical conditions with relatively few training cases, and
uncovering patterns that are potential diagnostic aids. The approach draws on shape
grammars, a rule-based technique, pioneered in design and architecture, and accelerated
through a recursive subgraph mining algorithm. The distribution of rule instances in the
data from which they are induced is then used as an intermediary representation enabling
common classification and anomaly detection approaches to identify indicative rules with
relatively small data sets. The method is applied to seven-tesla time-of-flight angiography
MRI (n¼ 54) of human brain vasculature. The data were segmented and induced to gen-
erate representative grammar rules. Ensembles of rules were isolated to implicate vascu-
lar conditions reliably. This application demonstrates the power of automated structured
intermediary representations for assessing nuanced biological form relationships, and
the strength of shape grammars, in particular for identifying indicative patterns in com-
plex vascular networks. [DOI: 10.1115/1.4053424]

Introduction

Radiological angiograms of the brain (Fig. 1) enable the diag-
nosis of conditions by observing the detailed features of the vascu-
lar network. These features, including vascular tortuosity and
angiogenesis have been associated with malignancy [1], and
metastasis [2] in sarcomas and other types of tumors. Addition-
ally, vascular anomalies in the brain are a telling indicator of a
variety of health outcomes in patients [3]. While some diseases

can be identified through direct observation of certain feature such
as tortuosity, others are more subtle and, to the physician, are not
directly obvious. Whether obvious or not, a computational tool
that would identify nuanced variations that indicate a possible
diagnosis could provide a significant advancement in the early
diagnosis of medical conditions. This paper introduces one such
approach using machine learning methods to induce a shape-
based grammatical representation.

Machine learning methods used in medical diagnostics often
require large data sets—outperforming dermatologists in identify-
ing cancerous skin lesions taken of the order of millions of sam-
ples [4]. Yet, datasets of this magnitude are only available in
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some situations and are particularly scarce for medical conditions
that are not traditionally diagnosed radiologically. In addition,
angiography is more often used as a procedural aid than as a diag-
nostic indicator so the volume of shared clinical data is small
compared to the corpus available for soft tissue tumors. Yet, vas-
cular tortuosity and angiogenesis have been associated with
malignancy [1], and metastasis in sarcomas and other types of
tumors [2]. Additionally, vascular anomalies in the brain are a
strong indicator of a variety of health outcomes [3]. However, the
lack of data means that few traditional statistical learning methods

can be applied to improve diagnosis in these situations. This work
aims to provide an alternative approach to this situation—drawing
insights from smaller data sets through a preprocessing step that
turns one angiogram into many hundreds of spatially derived fea-
tures, affording computational comparison and analysis.

The specific preprocessing step explored in this work builds on
shape grammars [5] and graph grammars [6]—techniques initially
used in structuring urban planning, architecture, and industrial and
mechanical design problems. These approaches facilitate repre-
senting complex structural relationships by identifying repeated
subgraphs and breaking the data into generalized rules. In contrast
to traditional machine learning techniques, grammar methods can
require less data and are more interpretable. They closely mirror
an intuitive human information structuring approach of associat-
ing meaning with visual patterns across multiple scales [7] and
produce rules that reflect actual situations in the data (not a statis-
tical summary). Here, automated grammar induction [8], is
applied to angiographic data to generate a rich preprocessed repre-
sentation of the vessel networks in the brain, enabling the use of
traditional classification methods despite few individual patients.
The method affords to identify differences between individuals by
extracting spline networks of vasculature from time-of-flight MRI
data, inducing grammars from the spline networks (Fig. 2), and
studying the distribution of rules occurrences between individuals.
The rule distribution serves as a feature for differentiating indica-
tive factors using traditional statistical learning techniques such as
those leveraging bag-of-features models [9].

In this work, leveraging grammars to scaffold automated diag-
nostics is shown to be a potentially viable technique and one that
has a number of desirable properties. For example, because of the
intermediary representation approach, this grammar-based process
requires significantly less data than many others in use today. Fur-
ther, because the grammar rules are induced over signals currently
used by radiologists for diagnosis, the rules capture information
that is meaningful to them and could be used as training aids in
the future.

Related Work

This section will address two bodies of related work: radiologi-
cal analysis, and grammar-based methods. First, the context and

Fig. 2 A depiction of the pipeline from MRI to grammar rules. (a) A time-of-flight MRI was shown from the
midsagittal plane and rendered with a maximum intensity projection of the full brain. (b) Segmentation from
the shown MRI aligned at the same orientation with parts of the vessel structure marked indicating distinct
areas found in highlighted rules. (c) A subset of the induced rules is shown with their index and description
as well as instances found in the scan. This pipeline indicates the major processing steps in preparing rules
for classification and then finding them in the data from a given scan to establish the bag-of-rules
representation.

Fig. 1 Time-of-flight angiogram of the vascular system in the
brain
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opportunities of grammar-based techniques will be discussed to
provide background and familiarity with the associated challenges
to this unconventional computational technique. Then, a brief sec-
tion addressing how the angiograms that this work uses as a case
study are examined currently, and what other computational tech-
niques are being applied in this context.

Grammar Methods. Establishing the legitimacy of art or writ-
ing, establishing who built what [10], and establishing if a
designed product is a brand name or counterfeit [11] are all exam-
ples of this overarching need to identify anomalies in semistruc-
tured data. Traditional techniques for detecting these differences
include decomposing complex systems into their fundamental ele-
ments, and classifying instances by identifying features unique to
them [12]. Broadly, this is an anomaly detection problem in the
field of design, which has motivated the development of many
shape and graph grammar-based tools. Conveniently, these meth-
ods, which will be discussed in detail next, can be generalized to
other kinds of anomaly detection problems, such as those in
between distinguishing healthy and problematic medical
situations.

Grammar methods use token pairs with left-hand side (LHS)
inputs, and right-hand side (RHS) outputs (Fig. 3), where output
can replace an input in the data. The process of replacing one
component with another compatible component in this way ena-
bles systematically changing the complexity of a representation.
These structured representations transcend scale and orientation,
and even degrees of abstraction when leveraging metarules [13].
Thus, grammars are amenable to generating output within a stylis-
tic language [14,15] and analyzing existing data through compari-
son of rules [16]; they have been applied in analyzing architecture
[5], comprehending the underlying brand principles of modern
vehicles (Fig. 3) [17,18], and, in an abstract form, aiding in the
design of complex mechanical systems [6,19]. However, despite
this tremendous utility, these applications had been only partially
automated [20,21] until recent progress in automated grammar

induction [8]. As a consequence, grammar methods have had their
primary impact in design alone, and have not been leveraged as
an intermediate representation for broad scale computational anal-
ysis, or used in domains like medical data analysis, where non-
computational methods would be too slow due to the complexity
of the data.

Shape grammars [5] have recently enabled the representation of
vascular systems [22] through a three rule grammar that captured
distinct features related to the complexities of retinal fundus vas-
cularization. However, this grammar was determined manually by
the researchers and recreated the vascular network but did not
directly identify irregular conditions that could result in a diagno-
sis. We build on this work by inducing vasculature rules from
examples and associate the resulting rules with different condi-
tions. To accomplish this a far richer grammar is required, one
that includes more detailed and nuanced rules.

Classification With Grammars. Classification and analysis
based on the frequency of features (e.g., grammar rules), such as
support vector machines [23] and bag-of-features [9] models, pro-
vide a context for converting a distribution of features into a
meaningful signal about underlying data. A key principle of these
methods is that particular relationships between features may not
need to be considered to uncover a reliable signal [24]. For exam-
ple, bag-of-words models of text use only the presence and fre-
quency of word use to classify its content, while ignoring word
order. A strength of this approach is that it affords analysis with-
out true comprehension of a complex dataset. On the other hand, a
weakness is those small datasets can be confounding because
word order plays a significant role on the sentence level. Treating
grammar representable data as bags-of-rules enables this kind of
analysis to be conducted with contextually derived features, i.e.,
grammar rules. A grammar-based representation also has the
strength that it is not simply a bag-of-words, but a bag-of-rules,
encompassing decomposed structural information, making analy-
sis with relatively small datasets possible. Additionally, syntactic

Fig. 3 Shape grammar can be applied in mechanical and biological contexts because of its common treatment of complexity
in many types of systems. (a) Selected shape grammar rules for a motorcycle, which can be parameterized to articulate the
Harley Davidson brand [17]. (b) A collection of grammar rules is used to generate vessel structures in the form of node
graphs. In both (a) and (b), the rules are depicted with a left-hand side (LHS), which can be detected in context, and a right-
hand side (RHS) which replaces the LHS providing a specific augmentation. In other words, where one of the subgraphs on
the LHS of a rule in (b) is found in a graph, it can be replaced by the corresponding RHS subgraphs. To afford variability in the
output, some rules have the same LHS, while having different RHS, such as the first four rules depicted here, which use the
same subgraph as the LHS, so the same LHS can be converted to different RHS depending on context and rule selection. In
(a), the augmentations influence overall design shapes, whereas with (b), the augmentations adjust graph connections, such
as the example shown depicting an abstracted vessel graph.
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pattern recognition has formalized issues of using grammar style
representation as a tool for pattern identification [25,26], making
it possible to apply a wide range of classification techniques.

Distance metrics use a heuristic to compute the distance in
some vector space between cases so as to formalize the cases dif-
ference. Initially theorized to establish the degree of difference
between biological samples based on genetic feature maps [27],
this technique has also seen use in measuring the distances
between designs, both analogically [28], and based on structural
features. These vector space techniques are also formalized under
Hilbert spaces [29]. For these methods to work, and established
threshold distance indicates a threshold to be considered problem-
atic. Sensing thresholds in high dimensions is also a field of rich
discussion, however in this work only elementary methods are
sufficient (e.g., k/-nearest neighbors (KNN) [30], so a more in-
depth exploration has not been implemented.

Frequency-based approaches rely on detecting differences in
frequency distributions of particular features in a sample [31].
Methods utilizing this type of detection have been a center point
in outlier detection in the data mining and machine learning com-
munities [12]. In particular, techniques such as frequent subgraph
mining [32], typified by gSpan [33] and Auto-Part [34], have been
used with great success to find graph anomalies and outliers. Fur-
ther, techniques leveraging statistical learning, such as support
vector-based approaches [35] and principal component analysis-
based approaches [36,37] have proven effective when dimensional
reduction is apposite.

Automatic Grammar Methods. As with Yeh et al.’s vascular
grammar [22], shape grammars have been used to provide a

classification for product designs in a predominantly manual pipe-
line [20]. This generally involves first building an overarching
grammar, then establishing if the grammar can be manipulated to
represent a challenging case. Due to the manual nature of this pro-
cess, human perception of rules is a potential source of inaccur-
acy, but additionally, a large amount of time it takes to conduct
such a procedure makes comprehensive analysis impossible. As a
consequence, statistical shape base analysis of designs [38,39] has
been leveraged as an aid in generating concepts, but this approach
requires sufficient data for statistical analysis using principle com-
ponent analysis.

Grammar induction has been automated for a range of types of
data in the computational design and machine translation litera-
ture. A distinguishing factor of approaches within these domains
is that they generally assume coded knowledge of the roles and
relationships represented in the data being induced. For example,
using a precoded lexicon to produce lingual grammars [40]. On
the other hand, Sequitur [41] can interpret lingual data with no
added information, constructing character-level grammars. In
design, precoded visual design data, such as semantically coded
parts of a website, have been used in automatically inducing
Bayesian grammars of website design [21], while other
approaches to statistically deconstructing visual information with-
out semantic coding were also explored [42]. Statistical shape
grammar techniques have also been applied in the analysis of
automotive design around applications like characterizing classes
of vehicles based on design patterns [39]. An automated, nonstat-
istical shape grammar induction technique for uncoded design and
graph data has also been introduced [8], allowing inducing gram-
mars for almost any kind of structured data with a graph

Fig. 4 An automated pipeline for detection of grammar differences. (a) Input 2 cases of gen-
erated graphs with similar extremities and different average degree on internal nodes; (b)
automatically induce grammars for each case leveraging the grammar induction mechanism
from Ref. [8]; (c) find a minimal set of representative rules by eliminating duplicates and
removing composite rules, for example, the first rule in both induced grammars is removed;
(d) evaluate the frequency of each rule in the original cases; and (e) map rule frequency to
values in vectors for each case, generating a vector space of conditions. For this example,
only two rules are visualized, rule 3 on the x axis and rule 1 on the y axis.
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representation. This final technique serves as a basis for the rule
frequency analysis pipeline that we utilize.

Rule Equitability. Frequency has served as a foundational
indicator in information processing techniques (e.g., using a Fou-
rier transform for spectroscopic classification of biological or
chemical elements [43]). However, to facilitate measures of fre-
quency, equitability must be assessable over the elements for
comparison. In other words, if rules cannot be differentiated, and
equated, then frequency for rules between cases (e.g., designs or
medical conditions) being compared cannot be derived.

Equating rules is nuanced because in many situations rules can
be used to make other rules that are already within the grammar.
To address this challenge, isomorphism techniques are required
for identifying and reducing rules that are hard to otherwise com-
pare. Markov equivalence classes [44] provide a mechanism for
the formal identification of unique subgraphs by establishing an
essential graph that embodies the core ontological relationship of
a particular subgraph component. This approach, though not tradi-
tionally used in this way, is useful in identifying rule similarities
because rules can be treated as subgraphs. Similarly, sets of rules
can be identified as a combination of subgraphs. When a rule and
a set of rules have the same essential graph, they can conduct the
same ontological function as rules in the grammar.

Our work uses the frequency of rules, established through auto-
mated grammar induction, to facilitate the classification of anomalous
vascular subgraphs with minimal datasets using data from the brain.

Methods

This work introduces an automated approach to classification
based on grammar rule frequencies and applies it to vascular
graphs in brains as an analytical tool. This section has two main
parts: first defining the main method presented by the work, and
second presenting the dataset and preparation techniques used to
convert angiograms into usable data.

Computational Pipeline. This work leverages shape grammar
induction [8], rule deduplication using Markov equivalence
classes [44], multiscale rule frequency checking, and case repre-
sentation based on Hilbert spaces [45], and enabling the use of
many further classification techniques. These steps are integrated
and evaluated in aggregate. Each step in this pipeline (Fig. 4) is
described in detail in the sections Automated Grammar Induction,
Removing Duplicate Rules, Ranking Rules by Frequency, and
Applying Classification Approaches. Together, these steps are
designed to use graph-based data, such as vascular graphs, and
provide rich rule frequency information which can be used to
assess anomalies and diagnose disease.

Automated Grammar Induction. In this work a general
mechanism for inducing grammars from uncoded and unlabeled

structured data is used as the underlying approach to establish
grammars for processing [8]. This approach has been used
because it offers flexible and generic grammar induction, not
requiring precoding of induced data, and being agnostic to both
data complexity and structure—as long as the data has a graph
representation incorporating nodes and edges, it can be leveraged
by this approach, without it needing to adhere to any other partic-
ular formalism or information type. The algorithm breaks the data
into tokens, generally the smallest meaningful units of the data,
then recursively examine the tokens’ relationships to find the most
commonly repeated patterns in the graph and define rules based
on those patterns (Table 1). As more tokens are processed the
number of rules iteratively grows, and the related elements of the
graph are replaced with the new rules. Because this happens recur-
sively, earlier rules are often referenced by later rules, and as a
consequence, a network of rules emerges that can generalize the
structure of the induced data.

Our implementation uses a random starting point and a random
walk, moving through the graph choosing the next node to evalu-
ate at random from the connected nodes, to explore the unevaluated
parts of the graph. Additionally, forming groups of parsed tokens
and rules based on proximity within the graph facilitates faster rule
generation by providing rule chunking [8]. Together these techni-
ques constitute the first stage of rule frequency-based classification,
establishing the set of rules across all cases, which will then be
deduplicated between cases, and have their frequency assessed.

Removing Duplicate Rules. After using a representative sam-
ple of test cases to induce grammar with the previously described
automated method, it is necessary to establish a minimal set of
representative rules. This is done so that a functionally similar
part of two cases will be identified as similar when comparing
with the grammar rules, which is needed to perform accurate com-
parisons of sets of rules from different cases.

Repeated rules are easy to identify; if the LHS and RHS in each
case match, then the rules are considered identical. However small
groups of rules that have a similar collective function but are
made up of unique rules require a more nuanced process to com-
putationally assess their composed similarity.

Markov equivalence classes identify groups of elements with
shared members through an adjacency matrix representation [44].
Groups are formed for chains of rules that share inputs and out-
puts. In this way, chains of rules found in one case, which com-
pare identically to chains of rules found in another case, may be
treated as similar metarules and removed, even when the individ-
ual rules making up these chains do not match exactly. With this
approach, a single rule that can be represented with two separate
rules is discouraged, as separate rules provide more versatility and
nuance in classification.

This process involves checking each possible subgroup of rules
against its counterparts, essentially creating a higher-level rule for
each subgroup of rules. These higher-level rules can be compared
rapidly in a pairwise fashion, but the process of checking each
subgroup is computationally intensive. In practice, and in the
examples conducted for this work, grammars are generally much
smaller than 100,000 rules, and at this scale, the delay is unsub-
stantial for a standard modern computer. In a case where many
rules must be compared further optimization can be achieved by
introducing filtering criteria to rules, for example, if a particular
rule is never observed outside of a particular scale range, it should
only be considered as a relevant option with rule combinations
near that scale.

Ranking Rules by Frequency. Having established a set of
shared rules, the instances of each rule are counted in each case to
be compared. This is straightforward with simple rules in which
both the left and right-hand sides are particular elements or con-
figurations. As each right-hand side is counted, updating the graph
to contain the left-hand side allows for ongoing counting at

Table 1 Automated grammar induction algorithm

Steps

1 Initialize graph into list of remaining tokens
2 while remaining tokens exist do
3 chose a random token
4 create subgraph of proximal neighboring tokens
5 if subgraph is unique in graph then
6 ignore subgraph
7 store token as rule
8 else
9 store subgraph as new token
10 replace token in graph as a new token
11 end if
12 end while
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increasing levels of abstraction. Metarules [13], which are rules
containing other rules on either side and thereby encompassing
high level, abstract relationships in the data, are only applicable
when all the standard rules have already been applied. For this
reason, all the standard rules are counted by applying them to the
data. Then the applicable metarules can be counted by applying
them to the remaining combination of data and rules that have
already been applied. In this way, all the rules and metarules can
be counted for each case. This can lead to a process with more
rule evaluations, as such, counting individual rules within a meta-
rule when evaluating it allows for a substantial increase in speed,
combinatorial simplification, and sensitivity to more granular fea-
tures of the data.

Rule frequency for each case is used as the core representation
for learning and classification. Because groups of comparable
cases are likely to share a majority of rules, after the initial induc-
tion process, further induction is not necessary except when there
is a situation in which a rule is missing. For example, if in the pro-
cess of checking rule frequency on a particular case, there is a part
of the data with which no rule can be paired, this is an indication
that the ruleset being used does not completely define the relevant
design space. In this situation, the entire new case should be
induced and frequency counting should be repeated for any previ-
ously evaluated cases, to avoid biases due to the earlier, partial
rule set. In general, this will not influence metarules, because the
newly identified rules will only be newly identified if they are
atomic and are not constructed of metarules. Further, if novel
metarules do exist in new cases, this only slows down the count-
ing process and does not contribute to incorrect frequencies of
underlying rules. In practice this is an uncommon situation
because needing to reevaluate rules tends to indicate that the dif-
ferences between the cases of data are significant, and may be
obvious without utilizing a grammar-based approach.

Applying Classification Approaches. Given the convenient
rule frequency abstraction, many classification approaches could
be applied. In this work, we focus on demonstrating our method,
so we use a common vector space-based classification mechanism,
but others could be more appropriate for specific use cases or par-
ticular computational pipelines. In practice classifier selection in
applied settings would depend on clinical details such as the con-
dition base rate, feature heterogeneity, inferential context, and
computational resources that can be applied to the specific classi-
fication problem. The vector space approach was deemed suitable
in this work because it demonstrates a familiar representation that
is compatible with many types of machine learning methods.

Treating each rule as a dimension in a vector representing a par-
ticular case, and the corresponding frequency of that rule in that
case as its value, a Hilbert space [45] of designs is derived,
extending traditional vector space computation into high dimen-
sions. Treating each rule as a dimension may mean that the space
is thousands of dimensions but the Hilbert space representation
affords the use of standard distance metrics such as Euclidean dis-
tance with many dimensions, making the data amenable to detect-
ing differences between induced cases using methods leveraging
this representation.

As a note of caution, more entropy in the induced data will lead
to more rules being needed to represent it. Providing more training
samples than distinguishing rules minimizes potential overfitting.
As such, reaching a minimal singular set of rules and metarules
for vector space representation is strongly recommended. This
way, only a solvable number of combinations of rules must be
evaluated. If this precaution is impossible—due to high entropy
data, for example, removing metarules can help, however, in very
high entropy data, where compression by abstraction is effectively
impossible, grammar methods will not offer a parsimonious
representation.

Figure 5 demonstrates a simplified example with two dimen-
sions and two cases. The x axis indicates the normalized

frequency of rule 3, while the y axis indicates the normalized fre-
quency of rule 2 in each case, based on the rules defined in Fig. 2.
In this way, the two vectors show where each case would be posi-
tioned in this space, due to their differing compositions of rules.
The distance between these positions in space is the difference
between the cases in this representation.

The vector space representation also lends itself to many more
sophisticated statistical comparison techniques. For example,
KNN [30] could be used to establish a nuanced classification
boundary if there were many cases to train with. KNN establishes
a classification boundary based on the a priori classification of the
K nearest training cases to the test case. Nearness is defined con-
textually, but the Euclidian distance serves as the purest interpreta-
tion of conceptual distance in this space. Other statistical learning
and classification techniques are also facilitated by the discrete vec-
tor representation of cases proposed, however in this work only the
KNN approach is applied for classifying cases in the vector space
representations due to the simplicity of the model.

Although many classification techniques require parameter tun-
ing, for example, determining the smallest distance considered
significant, aspects of the current system require minimal interven-
tion because there are no integrated parameters for adjusting the
grammar induction and vector space representation approaches.
Additionally, once a case domain has been established, further classi-
fication comes at a very low computational cost, requiring only
deriving a rule histogram and then performing the preferred distance
classification technique with the resulting case vector.

Dataset

Our dataset consists of brain scans of 54 individuals with sickle
cell disease using multimodal MRI, from a larger study conducted
by several of the authors at the University of Pittsburgh Medical
Center. Individuals had varied clinical histories, including stroke
and other conditions that can be observed in brain vasculature.
The images were acquired using an in-house developed radio

Fig. 5 Treating cases as vectors in a high dimensional space.
The depiction demonstrates two dimensions associated with
two rules in a simplified example. The length of the difference
between vectors indicates how differently each case utilizes the
grammar. This can serve as a proxy for a more general differ-
ence metric and is akin to the Euclidean distance within the
space of cases. While only two dimensions are demonstrated
for clarity, actual comparisons tend to integrate hundreds if not
thousands of dimensions, one per rule in the deduplicated rule
set.

021002-6 / Vol. 5, MAY 2022 Transactions of the ASME



frequency system, composed of a 16-channel tic-tac-toe transmit
array in conjunction with a 32-ch receive-only array and a 32-
channel receive insert [46–49]. Ultrahigh-resolution 7T (Siemens
Magnetom, Erlangen Germany) time-of-flight imagery was used,
as it is a modality of MRI that provides coherent signals of arterial
flow in the brain (shown in Fig. 2). The scans were taken with
320 lm isotropic resolution over the full brain. An advantage of
time-of-flight imagery is that at this resolution, the arterial flow is
very clear and assumed to be close to physically accurate in terms
of position and scale, due to minimal blooming in the time-of-
flight modality.

Sic radiologically identifiable conditions with key vascular
indicators were the diagnostic focus in this work:

(1) Infarction and microvascular ischemia are correlated with
areas of reduced flow or uneven flow [50,51] and can result
in permanent tissue injury [52].

(2) Arteriolosclerosis [53], a risk factor for infarction caused
by buildups of plaque, can be identified by signals such as
uneven changes in arterial radius.

(3) Hypertension, a condition brought on by extended high
blood pressure and associated with tortuosity in arterial
vasculature [54,55].

(4) Aneurysm is identified with areas of distended vasculature
and may have serious health impacts including rupture and
sudden death [56].

(5) Signals like abruptly terminating vessels in the brain are
indicators of vessel occlusion [57] and may result in infarc-
tion in the clinical setting of stroke.

(6) Finally, smooth reductions in arterial radius can indicate
displacement, chronically reduced flow, or an underlying
vasculopathy [58].

With these indicators and associated conditions six categories
of vessel patterns are identified and are used in assessing individu-
als in our analysis.

Data Preparation. Vascular surfaces were extracted from the
time-of-flight scans and exported to the stereolithography file for-
mat using Horos’s default threshold standard (Fig. 6(a)). Extrane-
ous data such as isolated venous artifacts and skull fragments
were manually removed en masse in Blender (Fig. 6(b)). The cen-
ter splines of the vascular surfaces were identified by averaging
three-dimensional (3D) points’ locations until a singular
point remained at every cross section using the blender applica-
tion programming interface (Fig. 6(c)). This process was con-
ducted semimanually to provide added flexibility when dealing
with this small dataset; however, analogous approaches have
been fully automated, achieving similar resulting vessel graphs
[43,59].

A distance threshold used to average vessels to splines was
recorded at each spline point as an approximation for vessel diam-
eter. A graph was formed to include position, diameter, and rela-
tive point cloud data at every point along all the resulting splines.
Normalized changes in vascular diameter were recorded as meta-
data in the grammar representation. Using the point cloud data of
a vessel, a similar approach was taken to represent information
about the tortuosity and curvature of vessel segments when the
vascular graph was generated. For example, a highly tortuous ves-
sel with no branching would be recorded as a single edge in the
abstract graph with a point cloud in the grammar representation
for positioning rules and visualization. Additionally, splines that,
at some point, pass closer than the raw width value of the proxi-
mal vessels were considered intersecting for implementing graph

Fig. 6 Data segmentation process: (a) MRI is input, (b) 3D models from original MRI data are formed and
cleaned by hand, and (c) centerline splines are extracted for processing

Fig. 7 Grammar rule counts shown across all individuals. Markers indicate the mean frequency of each
rule. Rule indices are assigned arbitrarily based on the order in the rules are finalized by the algorithm.
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abstraction, so a node would be added at that point in the graph
encapsulating an intersection.

The grammar induction process was conducted repeatedly with
the entire set of 54 individuals and with subgroups of the population
to evaluate how grammar induction results were impacted by the
number of individuals induced. Forty-seven rules were identified
when the entire dataset was processed and deduplicated (see Appen-
dix). Even inducing just three individual cases established a robust
library of rules, enabling rule counting from other individuals’ data.
Adding more individuals’ data to the induction process had a mini-
mal impact on the quantity of resulting rules. As a consequence, and
to leverage a standardized representation throughout the classification
analysis, the set of 47 rules is used in our approach here.

Results

We evaluate our method by applying it to identify a range of
condition indicators in individuals using automatically induced
grammar rule frequencies in an out-of-sample, in-distribution pre-
diction design. In other words, this work aims to check if grammar
methods can predict the correct condition indicators among indi-
viduals within a clinical context—sickle cell disease—to demon-
strate broader uses in identifying novel conditions, and in
supporting radiologists.

First, rule frequencies across cases and conditions are analyzed,
then significant differences in rule frequencies are used to high-
light which rules serve as condition predictors, and finally, out-of-
sample prediction accuracy is computed.

Identifying Condition Indicators From Rules. Condition
indicators are treated as categorical features and rules are counted
and reported as the raw count of the number of instances observed
in a given individual (Fig. 7 shows box plots of each rule count
distribution). Rules ranged in frequency substantially across the
population (l¼ 46.37, r¼ 40.59), the least common on average
being rule 7 (l¼ 8.48, r¼ 5.07), and the most being rule 46
(l¼ 122.57, r¼ 62.60). The stark variability in the base rates of
rules is a consequence of integrating rules across patients in the
induction process but potentially adds sensitivity—smaller differ-
ences in rare rule counts may also serve as condition indicators.

Mean differences between the number of occurrences of a rule
for individuals with conditions and the population mean for that
rule provide a straightforward metric for identifying groups of
rules that serve as condition indicators for each condition (Fig. 8
highlights predictive rules). Confidence intervals that do not inter-
sect with 0 difference indicate that a given rule is a significant pre-
dictor of a condition. However, because some patients have no

Fig. 8 The mean difference between rule frequencies of patients with and without a condi-
tion are shown with 95% confidence intervals. Intervals not intersecting vertical lines are sig-
nificant predictors.
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occurrences of some indicative rules, ensembles of rules are
required to create reliable predictions. Notably, several conditions
have quite notable directional trends in the rule count mean
difference measure. Condition 1, 4, and 6 are below the popula-
tion means for the majority of the rules. On the other hand, condi-
tion 3 is higher than the population means for all significant
features.

Evaluating rules in context, some display patterns in the data
that align with informal visual diagnostic indicators, while others
do not (Fig. 9). This reinforces the notion that rules capture human
observable patterns through induction and rule frequency analysis,
but also, that it identifies patterns that have no discernible mean-
ing to human judges, without losing interpretability.

Predicting Condition Indicators in Aggregate. To evaluate
the predictive strength of rules as an ensemble, logistic regression
models are fitted to predict individual conditions given rule count
mean differences. This produces one model per condition. The

models are evaluated with 10-fold cross validation to estimate
predictive accuracy (Table 2).

Conditions 1, 3, and 4 achieve moderate accuracy with this
approach, however, condition 2, has extremely low predictive

Fig. 9 Rules in situ versus diagnostic indicators. (a) key rules from the grammar with their rule index, (b)
key rules in situ-based on the detection conducted in the classification process, and (c) descriptions of
each condition indicator based on the radiological assessment of a vessel pattern. Condition indicators 1
and 3 are visually recapitulated by the grammar rules, however, the others do not visually corroborate the
expected diagnostic indicators, even though these are each the strongest individual indicator of each
condition.

Table 2 Tenfold cross validation of evaluation
models for each condition indicator

Condition Predictive accuracy

1 0.72
2 0.00
3 0.72
4 0.58
5 0.21
6 0.41

The cross-validation accuracy values are reported (larger is
better). Rule mean difference rule counts for every rule
(Fig. 8) are used to generate the model.
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accuracy when attempting to model all rules simultaneously. Con-
ditions 5 and 6 appear to encounter a similar effect to a lesser
degree. As is shown in Fig. 8, it is visually apparent that these
conditions have fewer significant predictor rules. However, there
are single rules or smaller groups of rules that can be used to
directly detect these conditions accurately. This may indicate that
some conditions have more underlying noise, in terms of rule
count distributions, and as a consequence, different classification
approaches should be applied for those conditions. While accurate
classifications are possible, with this approach, tuning classifiers
for specific conditions is almost certainly required for most practi-
cal uses of such a system. For example, it is possible that condi-
tion 2 could be identified if the plaque was more clearly
distinguishable, but without that, changes in venous radius alone
are not a strong indicator to be predictive. Similarly, conditions 5
and 6 could potentially be identified by rules that differentiate ter-
minations from vessels with low flow.

Discussion

Through qualitatively comparing algorithmically identified key
rules to the vessel patterns that are often sought by radiologists for
each condition indicator, it is clear that some rules highlight
expected features, while others leverage signals that do not appear
in the human indicators at all. Figure 9 shows each rule in situ
with the related diagnostic indicator. The key rules for condition
indicators 1 and 3 show a pattern that can be visually interpreted
similarly to the condition indicator. However, many of the other
rules found to predict an indicator well do not actually appear vis-
ually similar to the signals radiologists use. This does not degrade
the accuracy of prediction but speaks to a challenge that radiolog-
ists face when assessing conditions: traditional indicators remain
relatively nonspecific, and, due to a lack of structured computa-
tional analysis, it is hard for them to formally refine the indicators
for which they look. On the other hand, radiologists look for much
more than a few graph rules when diagnosing an individual, and
the wealth of other data they incorporate plays an instrumental
role in achieving high-quality diagnoses.

Critically, this work studies a consistent clinical context and
therefore does not allow for a general prediction of these cases or
a clinical diagnostic. Instead, it aims to contribute a high-level
method that could be applied to other datasets in which grammar
induction and classification are suitable. As a consequence, we
have not conducted the usual comparative statistical analyses
needed to validate this method as a diagnostic for a particular con-
dition but instead introduce it as a potential alternative exploratory
mechanism in settings where the number of data samples is small,
and the specific data features that can serve as predictors are rela-
tively unknown.

Additionally, the data used in this evaluation is higher resolu-
tion and lower noise than most of the MRI data in clinical use
today. This level of resolution is important to adequately identify
the vascular graph that is necessary for rule induction. To achieve
widespread clinical use of our approach, high-resolution MRI
must become more widespread, or alternative approaches for
extracting the vascular graph data must be developed.

This work has also not addressed a temporal change in individ-
uals, so in this format, it cannot be used to predict future condi-
tions, however, with longitudinal training samples, this limitation
could be overcome. Inducing grammars on the same individual
data at several time points would allow for analyzing trends and
predicting future states across patients.

Radiologically this work demonstrates that: (1) data require-
ments are drastically decreased by utilizing inherent structural
information and learning over structural features, making the bag-
of-features approach assessable on a diversity of alternative radio-
logical situations and (2) specific alternative representations, such

as design-based grammar models, afford structured symbolic
abstraction of graph-structured data. The combined implication of
these is that many traditional applications of machine learning in
medicine may be revisited, and many new avenues of analysis
may be unlocked by both considering structural information as a
key indicator, and identifying derivable high-level representations
which can be learned as preprocesses for further classification or
analysis using statistical methods. Further, methods like this are
fundamentally interpretable—an increasingly desirable property
of model-driven decision systems [60].

Conclusion

Our work introduced a pipeline for using grammar rules in
anomaly detection by studying rule frequency-based representa-
tions of data samples. The technique was applied to evaluating
anomalies in brain vascular graphs and associating them with a
series of conditions. Many rules that indicate particular conditions
shared features that clinicians use to identify those conditions by
eye.

By integrating automated shape grammar methods in a statisti-
cal learning pipeline, the ability of clinical analysis to potentially
achieve greater efficiency in processing and greater reliability in
isolating indicators for particular conditions holds tremendous
promise. In the context of this work, the introduced approach is
also likely to be suitable for many other types of analysis in the
medical domain such as oncology, neurology, hematology, and
epidemiology, in addition to fields outside of medicine that
implicitly or explicitly utilize graph-structured data.
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Appendix: All Induced Rules

The full set of 47 induced and simplified grammar rules from
the patient data that was processed (Fig. 10). Note, the grammar
rules have been simplified for visualization purposes. For
instance, many left-hand side tokens of rules here are depicted as
a linear section of a vessel which indicates a relatively arbitrary
segment of the vessel. Additionally, feature scale is not explicitly
defined in this grammar approach so scale and orientation may
change more than is visually obvious in a singular representation
of each rule. These are two-dimensional projections of 3D vessel
networks, so some rules include vessels that overlap in this visu-
alization but do not intersect; these situations are marked with a
small black dot at the overlap. Vessel radius changes are repre-
sented as wider lines, e.g., rules 9, 10, 13, 16, 22, 33, and 39.
While indistinguishable regions—which tend to be a very tight
bundle of vessels—are depicted with blobs, e.g., rules 12, 16, and
36. Because of the scale-independent nature of the rules, changes
in tortuosity or curvature are proportionate to a venous radius. In
this depiction, rules have been oriented to maximize the visibility
of the modified properties.
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